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AN AI'tMPT‘TO UNDERSTAND STUDUNTS' UNDERSTAHDING OF BASIC ALGEBRA

- ABSTRACT .

This paper reports ihe rosults obtained with a grgup of 24 l4-ycaf=old studonts when
presented with a set of algebra tasks by the Legds‘Modolling System, LMS. Thesa same
students were given a comparable papnr-and-poncti tost and detailed 1interviews some ¢
manths later, The latter atudies uncovered several kinds of student misunderstandings
that LMS had not detected. Some students had profound misundprstqndings of. algebraie
notation; others used stratogini ‘such as substituting numbers for variahles'until the -
equation balanced. Additionally, 1t appears that ths student errors ‘fall into several

distinct classes: namely, manipulative, parsing,.clerical.and “random”.

LMS and 1its r' ‘e database have besn enhanced a3 the result of this experiment, and so

LM 1s now adle to diagnoss the majority of the errors encountered in this experiment,

vinally, the paper gives a process-orientated explanation for student errors, and
re-sxamines .related work in cognitive modelling 1{n the light of the types of student
errors qtborted in this experiment. Misgeneralization is a mechanism suggestad to explain

-

some of the mal-rules noted fn this study.
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1. THTRODUCTION

The impetus for work = in Intelligent CAl has two. major sources; firstly, the
practical aim of producing teaching systems which are wruly adaptive to the needs of the
Student and secondly the “thooretical“ {nterest involved in formulating thuse activities
as algorithms. It has bean argued by .uart1oy and Sleeman 1973 that an intelligent |
teaching iystom requires access to: -knowledge. of ‘the task domain; a mode! .6f the

“student's behaviour; a 1ist of possible teaching operations; and means-ends guidaqge

rules which rolate teaching decisions to conditions in the student model.

During the last decade a number of systems have been implemented which {nclude some
or all of these datlbasgs. In particular during the laqt 10 years a number of systems'
have been implemented which attempt to provide sipportiva l;arnlng environments 9{ntended
to facilitate 1learning-by-doing. These systems include SOPMIE (Brown.'aqrton @ de Klesr
1982). GUIOON (Clancey 1932).'wésr (Burton & Brown 1982), WUMPUS {Goldstein flOBZ). and’
PSM-HMR (Sleeman & Hendley 1982); such systdms have been called Coachas or Problem -
Sotving Monitors. In this paper, we address a garticular aspect of the problem of
inforring & model from the studant's behaviour on a set of tasks, [1]. :we shall outline
the rosults of a recont experiment with 24 14-year-old students who were considered to be
of average ability, The 1issue to be considered in this paper is- whether the models
inferred by the Le~ds Modelling System, LMS, can be given a cognitive interpretation, and
whether 1t 18 possiole to kay something about'the nature of the processes used by a

student given tho model inferred by LMS,

1.1 The Leoeds Modelling System, LMS,.

In common with BUGGY (Brown & Burton, 1978) LMS uyses a generative mechanism to create
models from a set of primitive components. Without a generative facility, the ability of
a system to modal complex errorful behaviour is saverely limited. However, the use of
such a mechanism also causes difficulties, since such an algorithm can readily lead to a

combinatoria’® explosion., For example, if there are N primitive rules in a domain where

1. For a more detailed discussion of this, and related issues sce tho Introductory essay to
Intelligent Xuloring Systems, (Sleeman & Brown 1982),
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the rule-order i3 significant, thon there are N factorial, NI, models tﬁlbo considered,
"BUGGY and LMS are similar in that BUGGY uses a collection of primitive bugs from which to
genarate models, while LMS uses mal-rules. incérroct rules, observad in the snalysis of
earlier protocols. On the othar hand, whereas BUGGY usas heuristics to Iimit the size of
its modcl space, a major feature cf the L4S work has been the formulation of the search to
focus each task-set on particular rute(s)., [2]. As has been demonstrated (Slioman & Smith
1981, and more particularly by Slesman 1983a) this techaique drastigally reduces the
number of models to he considered at each st;ac. [3]. lefore considaring the fesults of
this _oxperiment, we briefly review the prcduction system representation which has bean
used for student models and explain the main features of the production system interpreter

used to sascute these models,

Figure 1a gives a set of Production Rules, used with LNS, which ars sufficient teo
solve 1linear algebraic equations of one variable. figure 1b gives & set of mal-rules for
this domain which have been observed in protocols analysod earlier. A task-set is i set
of 5-7 tasks vehich highlights the use of one or more domain-rules; Figure 2 givas a
typical task for each of this domain's task-sets and the rules which each set focusses on.
Further, Figure 2 shows the exact format of tasks presanted by LMS: this format has also
been used in all subsequont interactions with the students.

/-
[Figures 1 snd 2 about here)

In this work, 8 modo! is an grdared 1ist of rulss. Order 13 significant, asl the
interpreter exocutes the action of the ficst rule in the model whose conditions are
satisfied by the state (1.0., the task or the partially solved task). In this wly we are
able to capture gracadance uhfch is important ia this subject domain. The match-execute
cycle continues until no further rules fire. figuée ic shows pairs of correct and "buggy”
models executing typic3l tasks. LMS infaers a model for each task which the student works,
producing summary model{s) for each tusk-set. If the student's behaviour 14s random or
conforms to a previously unencountered mal-rule then LMS returns a null mode! (sco Sleeman
1982 for more details). LMS presents tasks to a student until 1ts example bank {s

-----..-.-Q---------.—.--.----------...-.0--.--.-..---.----.--...-

2. Examples of task-sets are given in Figure 2,

SEsoeceeseEneceesnew LR X R I Y NI IR Vi LA LI EE LR Y Y T LR L L L Y ENR Y ¥

3. Initially, we made the assumption that the domain was hierarchical and so we have referred
to tha stages as lovels: thus modelling proceeds by first considering lovel 1, then 2, etc.

53
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erhausted or until theo studpnt opts to "ratire",

The 1980 Expariment
In 1980 an exporimont was run with a group of 1i5-year-old students and & ¥ary close
agreement was achievod bstween LIS's diagnosis and those made by a group of investigators

who gave the students individual intorviews on analogous tusks (Sleeman 1982)., 1Ia one

important respect LMS and the investigators differed. The design of LMS was such that if.

the student did not make an error with $ay XTOLHS when 1t was {ntroduced., then LMS agsumed
XTOLHS would be used successfully at all subsaoquont levels. This experiment showed that
this was not & valid assumption. For example, soma students who were able to correctly
work tasks of the form:
3°X 43¢0
had troudle on the following typu of task:
129X 204X ¢ 6>
whorae they appeared to forget to change the sign of the X-term when the side {1s changed,

and thus we have sgen 20 * X = 10 returned as an answer.

It was, in fact, easy to rsmove this assumption from LMS's code, but unfortunately
the modification led to an explosion in the number of models to be consi: 3d, and so a

reformulation of the algorithm was carrisd out (Sleeman 1083a).

As a result of this experimont, we beliaved that students’ behaviour on algebra could
be ‘argely explained in terms of manfpulative mal-rules, namely mal=rules in which one of

the substeps is omictad,

2. A8l OVERVIEW of EARLIER RELEVANT WORK in COGNLTIVE MODELLING

BUGGY (Brown & 8Burton 1978) analysed the responsas which students gave to
multi-column sudbtraction tasks. The system reported a diagnosis for each student in terms
of correct procodures, or procedtres which had some of their substeps replaced by

incorrect variants, called bugs.

6
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Voung & 0°Shea 1931 point out that although BUGGY produces models that behave
" functionally as the . students, those models ara not very convincing as bsychologicdl'
madels. Many of the bugs appear to be very similar (imany are connected with borrowing
from zero) .ypt this rolationship is not made clear. More particularly, Young & O'Shea
show that some of the BUGGY data can be analysed more simply in terms of certain

compatences being amittad from the ‘yea) model,

Kepair theary (Brown & Vanlehn 1980) 4s a further attempt to provide a psychological
explandtion for the samo data, Here Brown & VanLehn take a correct procaedure for
perforaing subtraction and apply a deletion oparator to the procudure, This perturbed
procedurs 13 then used to solve tasks. When it encounters an impasse, such as a situation
whera 1t is about to violate a precondition (e.g., attempting to take a number from ), a
repair 1s applied to the pearturbed procedure, and 1t attempts to continue solving the
task. This process also uses critics to throw out some repairs which are considered

impossible at a given impasse.

More recently vVanlLehn 1983a has suggested a variant of repair theory, which doss not
delete .teps from prucedures - as it s argued that the blocking, or inhibition, of the
deletion opsrator was unprincipled. Secondly this version overcomes the difficulty that
certain core procsdures ganngl be genarated easily by rule deletion. Instoad, VanlLehn has
suggested a series of core procedures, which correspond to the various stages of
finstruction (c.f.. Sloeman & Smith 1081). From this perspective an impasse occurs when

ihe student sncounters a sub-task which hé has not learnt, or has forgotten.

Both variants of rapair theory explain what Brown and his coworkars have called bug
migration, namely that with the same type of task, the student may display different bugs
both during tho same test-pericd and between different tests. Méreovar. VanLehn 1881 has
analysed protocols in which it was possible to generate all the bugs in an observed
migration class by applying different repairs to a common (partially learnt) core
procedure. So VanLehn suggests consistent bugs can bo explained by supposing tha student
stores the "patch” and merely uses it with the next tank., the explanation for bug
migration 1{s that the patch s pgo¢ retained and tha:. one of the repairs 1s sslecved

randomly,

BEST7COPY
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The I1linois group (Davis, Jockusch & Mcknight 1078) ha raeported algebra students
overyenaralising from instances, using an "old" oper : . .0ad of a hor- recentiy
introduced one [4], and regressing under cognitive load. Mu. 1082 hss lfurthor ‘analysad

' those students' performances and has suggested a number of high-lgve) schema which explain
series of observed érrors. . These include her “eatrapolation prianciple” wh!ch_oun1ains why
a student who has seen the legal transrormntfonz

(A*B)AaC sep A AaC®*BaAC .
would then write:

(A*B)YAC =sxAACe+BaAC

She also discussas the confusion which seems to ariso betweon the notations of arithmetic .
and algebra. For instance, she arguss that as 3 3/4 is to be intorpreted as 3 + 3/4 it 1s

not unreasonable that the student should interpret the algebraic expression, 3X as 3 + 2,

51, (8. | °

A KR I R R S LA LR R N S b d AL AL LT T T R ¥ iy

4. ¢+ instead of *, * jnstead of Exponantial.

R R R L L L L L Y . L I N R 3 LA R R R LA L X T K P

5. Although this explanation waould explain some of aur obsServations, students AB17 and AB18 1in
Lthe Llends study gave an alterpative and more comprehansive explanation for their actions, see
Section 5.1,2a.

aw e LAl R R 2 I R N I vy L N S LEE TN Y N YR LT ¥

6. Similarly, our earlier work provided an additional data point for the 1981 axperimant. As
a result of our 1980 experiment, ses Section 1.1, we believed that students® pehaviour on
algebra could be largely explained in terms of “manipulative” mal-rules (where a manipulative
mal-rulec 1is a variant of 3 corract rule ana has one substep replaced by an inappropriate or
incorruct step, see Sectio. 5.1.1 for further discussion.)

B’ESTSCOPY
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.

3. THE 1961 EXPERIMENf WETH LS

The 1981 nuporimpnt was carried out with the revisod modeller, LMS-2I, [7]. but with

- the same data-base of rules and tasks as used in tho 1980ﬂoxpor1meni. This group of .24
Students, averaga age ‘-yoars 3 months., were judged to ha of average ;bility at
mathematics: however the results were dramatically different from the earlier group's,
(8]. 1ndecd many of their difficulties were not viagnosad by LMS-1I and had to be
analysed by tho investigator. -this analysis was mada very difficult bocause it had been
assumed that students would at most make one or -¥0 minor manipulative errors, o;g..
changing side and not sign, and so LMS had been designed Lo allow the student to input his
or her final answer, snd as many intermediary steps as he chose, In Figure 3 we give
sample summaries produced by LMS-II for students' online inzoraction. together with the
mal-rules which the 1nxailinahn:.suggosted were appropriate for each taskeset. In Figure
4, we summarize the complete set of new mal-rules which the investigator considersd

explained the students’ behaviour with LMS-11,

Note that by stating that a proioca) can be explained by a mal-rule, say, of the form
MeXe>Me
(Figure 3a), we do agt wish to imply that given a problem of the type
d*X+ 4005
that the student would produce the response:

J e X + 4 ¢

L]
[+ ]

o
Indeed, we have seen several students write

X ¢Xa26-3-34
and when asked to provide intermediary steps they have said categorically that there were
fone as the above was done in “one step". Neverthaless we are happy to accept that both
forms are oxplained by the mal-rule: the first form howaver requiras that several

additional ryles are executed in order to get it into the sta .0 given By the “second”

c----.--—--.--cn------.------.-----.n ----- SPrevs e neRENCuTe YRR EOEew

7. Revised to rgipnave the assumption that if an error 1s not made with a rule at the stage it s
first introduced, that the student will usa the rule corroctly on all subsequent occasions, see
Section {.1,

e L L L L RN Y R R e Sy At L L L LR LT N Y RN T Yy gy

8. Most of these students had been 1introduced to algebra several yc.rs earlier in their middle
schools; further, the high school had retaught algebra - virtually from the beginning - n the
your before tha eaperiment took place. -

3
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student, (It should be noted that the mal-rules given in Figures 3d4.- and 3e are more
comprehensive and carry out several -housekeeping steps. The differences between basic and
comprehensive mal-rules ara significant when ono tries to perform remodial instruction, as
it is important to ensure that ths grain of the instruction.matches the student's.)
(Figures 3 and 4 about here]
As a result of analysing these summaries, a numbér of questions were raised:
“What {3 the crucia) difference between the task-sots which a particular student s
4nd 1s not able to correctly solve? '
= Does the student's.perception of algebraic tasks wvary from one task-typs to

another? .

Unfortunately, as the school vacation intervened, it was not possible to meet with the
students agatn unti) Soptember (1981). Because of the time that had elapsed, the students were
given a paper-and-pencil test which covered comparable tasks to those used by LMS., These tests
were analyééd 1a detai)l by the investigator, and as a result of this certain students were
given detailed diagnostic interviews. The next sections give more dutails of ih;se stages,

.

‘ . L1 Ihe Septemhar Paper-and-Pencil Iost ;

From a comparative review of the May and September data, see Slesman 1983¢ for the

details, we concluded:

1. The performance was generally considarably better in September than in May. (Hotb na
additional teaching 1in Algebra had been given, howaver tha students had presumably

done some self-study in preparation for their Juno examinations.)

2. A considerable number of tasks were pof solved on the written test (whereas LNMS

insisted the student gave a | ‘sponse to each ouestion).

3. Some students who appeared to have “wild” rules on particular tasks in May, seemed to

solve this type of task corractly in September, e.g., ABS.

10
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4. Some students whoso behaviour had Leen "randon” or "wild" in May had now settled to

use mal-rules consistently, e.g., student AB1S.
5. One student, AB7, gave multiple values in an oquation where X occurred more than once.

6. Many of the students made the common precedence error, namely given a task of the
form:

2+3°X =11 they returi 6 ® X « 11,

. As a result of this comparison it was decided to interview all those who appeared on the
written test still to have major difficultias, but not to iInterview those who had gnly common
"procedence” errors, or those who had had major difficulties which appeared to have “cleared

vp".

4.2 - Ihe Interviews

The interviews proved to be remarkably revealing as the studants without exception wore
. L
e«tremely articulete. These dialogues were recordad: Figures 688 have been reconstructed from

the tapes and the worksheets,

The investigator presented the student with a series of tasks and asked him, or her, to
work each one explaining as he went aloig exactly what he was doing. In some cases the
investigator asked the studrnt to tell him which of two alternative forms were correct ang
fraquently asked the student to explain why, The tasks prasented were different for each
student, and wera based on the difficulties noted in the individual's September test. The
interviewer thus started each session with a 1ist of task-types to be explored, but often

generated particular tasks as a result of answars given to the planned tasks.
The following is a summary of the main features notod during the interviews:

i, Some students “searched™ for solutions (1.e., tried different values for X). (Section

3.2.1).

11 :
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2. One student computed a separate value for gagh X givan in the _equation, (Seqtiou

3.2,2),
o 3. One student maintained that there were 2 number of quite fistinct ways of solving an -

equation; even when it is demonstrated that each approach led to difforent answers, -
(Sectinrn 3.2,3). '

4. Some students have "hard", consistent, mal-rules, (Sect'on 3.2.4),

5. Some students have the correct rules and can esplain why 1t 4s not permissible to
perform the illagal transformation, {ncluding the 111egal transformations that the

student appearod to use in May. (Section 3.2.8).

Each of these points s discussed in the following sub-sactions,

J.2.1 Seacching faec Solutiong

Searching for-a solution appears to be a Lery common way of solving equations with
students beginning algebra, and presumably arises because the fnitial equations presented could
Le solved in this way. 'When givon an equation of the form: ‘

J3*xe2 14
such students substitute X=1, then Xs2, then X=3.... until the equation balances. (See

Sleeman 1983c for further details of student AB11's protocol), e].

Further, student AB1! solved tasks of the form:
J* X a2

as X = -1, explaining she subtracted 3 from both sides.

It is indeed intriguing to watch students changing their approach when solving tasks of

this latter form depending on whethor the task is solvable by "search®. Students do not appear

”

Senscvsmvestsnensnnnes L R R L ) LA L L X TN R R Ry R Wy P

9. 1Indeed, in a more recent test with 100 13-year-olds, it appears that about 95% of them use
this approach, Intelligent Tutoring Systems and toach .rs should suspect that a student is
using a naive algorithm if he appears to be unable to solve tasks where the varfable is a
negative  integer, large-integer or non-integer, The teachor should be concerned because the
naive algorith~ fs only appliicable to a sub-set of algebraic equations, and hunce should be
deemed a significant weakness, and one to be remedied. It seems clear that the use of
simplistic tasks leads to a naive algorithm which causes major conceptual difficulties on more
ddvanced tasks,

12
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to balisve that all equations of the same form should bo solved in the same way. (Clearly this
point should have buen discussed in an interview with thgso students.) Such studeats are often
unable Lo solve correctly equations which contain multiple Xs; they attempt to guess values

for all the Xs in the equation, sse the next subsection,

3.2.2 lultinle ¥Yalues for X

In this subsection, we report a student who has a very strange, but novertheless very
consistoent algorithm, for solving tasks involving 2 Xs., When student AB7 was originally
working at the terminal, sho was heard.to mutter: ' |

"It this X was 2, then 1t would work if this second X was 4",

Not only was this student consistent in both the paper-and-pencil exercise and 1in the
interview, she was able to explain what she was doing. Given the task:
Jexe2°xa12 : .
She gave the following explanatian:
“What I 0 is take the 3 and I make the first . - ua) to 2, so I write:
B S
When asked by the interviewer why the “first™ X is equal to 2, she explains that it's the next

number alung, and then addod "I think this is the wrong thing to do, but that's what I do",

She then continued "... and then I write down the + 2 making
3 *2+2

I then work this out, this is equal to 8 and so the second X is

12 - 8.'that is 4=,
She then completed the solution and gave the 2 values for X, and sa the final state of her
worksheel was:

d*2+¢2+¢44x12

X = 2

X =4

13
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She usaed this algorithm consistently on 9 tasks, see Sleeman 1983c, (10).

3.2,3 Altecnative Algorithms ' -

Although student AD1? was able to saive several task-types correctly, he was easily
"distracted” and quite wunadle to tell the invostigator why the !nvostigntor:s "alternatives”
were 1l1legal. On some tasks the student suggested savoral illegal solutions, and again was
.roally unable to distinguish balwoen them. (See Figure 5 for details). On the othor hand,
this student did give as an aside a ratlonalo for his “method”, namely "collecting all the X3
to the LHS and a1l the numbers to the RHS™, which will be discussod in Section 5.1,2a. - '

[Figure & about here)

3.2.4 "Hard“/Consfistant Mal-Rulas ’

Many of the students used consistent mal-rules. Just over half of the 24 ctudents Qo -Saw
mis-handled precedence in equations of the farm:
2+¢3° X9
Part of a protocol for one such studont.is given in Figure 0.1, [11]. Figure 8.11 {3 part of

the protocol produced by the student discussed ¥n Section 3.2.3, where he consistently appiies

..---..--...----..'--..--.-.---.ﬂ-.—..--..--—---&------Q.-..-..---

10. Initislly, we had supposed this to be a very idiosyncratic algorithm, but subsequently
noted that a variant was used extensively by 13-year-olds., For example we have seen:
JoX+4q4eXxe]
"solvou" as:
3°1 + 4°0 = 3, making X = § eng X = Q.
Simitarly,
J3*X+4* ) agg

has been "solved” as:
3922 ¢ 4°3 =« 60 + 32 = yg,

Moreover, in "complicated” cases the two sides often are not "balanced”. Thus we have

seen
J*X + 4% =100
"solved” as:
3%°30 + 4°2 = 100
und when asked the student explained that "this one did not work out exactiy”.

Note that these students fraquently solve tasks of the form:
J® X+ 4010
by “search®,

11. Recently we have discoverad that 90% of a sample of 13-year-olds had precedence
difficulties with arithmetic exprassions favolving " + " and "e* operators.

!
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a further intriguing transformation to a complete sot of tasks. In order to understand this
protocol fully we have suggested that a nQrmalization step takes place batween stages 1 and 2
of say protocol a). That is, we suggest that when the student applies the mal-rule to the
original task, this results in an "unusual” form which the student then "normalizes” uofore
continuing to process the rest of the task, (See Sleeman 1983c for a lengthier discussion of
“normalization®).

(Figure 6 about here]

Student AB18, Figure 6.III, is remarkably consistent with his mal-rules over a whole range
of task-types. HNote the application of his algorithm to task c) which involves 3 X-terms.: (To
give hin justica, he realises that he had got tasks d) ~ g) wrong as he noticed that .the
equations did not balance when he substituted his answers back in). Further, having worked
task h), he noticed that when he moved the 4 scross to the right hand side, he changed the
sign. S0 he suggested that when he moved the X (associated with 2 * X) to the LHS, he should
also change its sign, He said: S

"X = X 1s 0, and so the LHS becams O and the RHS did pnt”
and so realized that this proposed solution was impossiblu. However, for good measure he also

workad task i) with the "revised" algorithm,

In the course of our discussion, this student also gave the basis for his "algorithm”

which s discussed in more detail in Section 6.1.2a,

3.2.5 "Saved Souls”

In September student AB5 worked correctly tasks which she had got consintently wrong in

May, namely task-sets 7 and 8. For task-set 8 she appeared %0 use .wul-rule:
M®XaNOX+Pwss X+XaM+NeP,

Moraover, when presented with a fallacious alternative during tho September interview, sShe was
able to spot it and to say why it was wrong. For example, "not able to add a number to an X
term”, “not able to separaie a number from an X term", etc. (sea Sleeman 1883¢ for more
details). In May, this student showed a lack of undarstanding of basic algebriic notation
which appearad to be remedied by September, Vo s@e whether this was the case the investigator

also presented tasks from sets 12 and 13 of Figure 2, i.e., tasks of the form:

BEST COPY
15

ESCES “‘"V‘ L Ty S O Y



Page 18

MoNC®XepPoXeo. and Mo*XaNS® P°<Q * X ¢ R>

A1l of which she worked correctly and was able to verbalise the stages she went through. Ana
equation which contained’ an “unusual” variable, AA, was also presented and again this was
worked correctly. Similarly several other students showed substantial "progress”, and again

this was associated with the adbility to axplain what they were doing.

4. SUBSEQUENT UPGRADE of LMS and its DATABASE

The set of rules and mal-rules used in the 1981 experiment has subsequently been eﬁhanced
to include the additional manipulative- and parsing~ mal-rules coafirmed by the student
{nterviews, (12]. Additionally, the code of LMS has been extanded to deal with mal-rules which
have & somewhat different character from manipulative rules. The eatended LMS uitﬁ-tho'
enhanced database is able to diagnose the majority of the errors: oncountered. both in the
on-line sessions carried out in May 1081 (see Figure 3) and in the interviews (see Figures 546)

Sleeman 3983c.

5. COGNITIVE MODELLING and an INTERPREYATION of the RESULTS of the 1981 EXPERIMENT.

There s a stoadily growing body of data about how school and college students solve
algetra tasks, Paige & Simon 19606, Lewis 1080, Davis, Jockusch & McKnight 1978, Kuechemann
1981, Slecman qug and Sleeman 1383c. The major thrust of this paper is the analysis of the
experimantal resulls rfeported here in terms of ralated work in cognitive modelling; Section 2

gives a summary of this earlier work.

bectingnt Qbservations from this Exparimant

1. Students appear to regress under cognitive 1o0ad, sme Sleeman 1083b for details.

--------- --.------------------.-------.-.--.-.-------c--.------..'.

12. Some of the mal-rules noted in Figure 4 were not secn in the interviews. I now bdelieve
these were an artifact of the first version of LMS which forced ihe student to gfve a response
to each quastion. LMS has now been modifiec so that thae student can give up on any task.

BEST COPY
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2. There appears to ba a number of clearly identifiable tynas of errors. (Sectionla.l).

3. Students use a numbar of alternative “"methods” to solve tasks' of the same set.

(Section 5.2).

‘8.1 Classification of gbserved student srrors

We propose a classification of studonts; errors observed 1in this experiment, namely,
manipulative, parsing, clerical and “random”. Bractically, this clgssification s of
considerable importance as it enables one to give pppcopriate remedial  4nstruction for the
saveral types of error, In case of "manipulative” mal-rules ¢ would ﬁppoar that the student
basically “knows" the rule, but 'duo to cognitive overload or {nattention, is omitting
substep(s). The ';arsing errors appear to arise from a profound misunderstanding of algebraic
notation, and so have to dbe remediated yecy differently., Additionally, tm this section we

Suggest mechanisms for several of thase error-types,

8.1.1 Manipulative Ecrracs

We define a manipulative mal-rule to bn 4 variant on a correct rule which has one
sub-stage either omitted or replaced by an inappreopriate or incorrect'oporation. c.f.. Young &
0°Shea 1981. For example, MNTORHS is a mal-rule which captures the movement of a number to the
other side of an equation where the student omits to changa the sign of the number. We suggest
that All the malerules reported in Figure 1b and those numbered 7-9 in Figure 4 fall within
this category. A1so 1in Sub-section 6.1.1b we briefly discuss the (apparently) related

phencmena of confusion of operands.

BEST COPY
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al A schema for gensrating manipulative mal=cules

In Figure 4 we report 3 new (manipulative) mat-rules, variants of SOLVE, SIMPLIFY and BRA3
respectively, (13}, which can be esplaines by a deletion mechanism, as can the “original”
malerulas given in Figure 1b. Nole ihnt this schema would ALSO generate many mal-rules which

wu  have not yet observed. In the next paragraph we suggest why some of the possible mal-rules

. are not observed,

& yacdanxy ga SQLVE. The studeat realizes he has a task in which the SOLVE rula should be
activated and -forgets to apply one .uf the operations, namely dividing by M, SOLVE has thraoe
principal actions: noting down N, the divide symbol and M, and so this malerule could bq said
to be omitting some of the principal steps. It appears that students hava an idea about the
acceptable FORM of answars and so givep:

M®X =N, they do NOT produce X = /M or X = N/

A yariant gn SIMPLIFY. Examplies of the two rules given here. which MNhave occurred resasonadly
fraquently are: . |

X «6/4 s> X 3/4

X =G/4 = X 6/2

Again we argue that the above observations can bdo explained {f we assume that this ryle
has several princinal steps including calculate the common factor, divide the "top” by the
common factor, anu uivide the “"bottom” by the common factor. Fach of these wmal-rules

corresponds to one of tha latter steps being omittad,

A variant on BRA2. We have seen the task:
6 XK =424+ a GOXadeeXe 12
BRA2 is a more complea rule wilh saveral steps and so one might eapect to find a

LAA R E LY RN R Y LA R R LI L I LT LEE L X N X ¥ R Py L X ¥ %)

13. The variant on SOLVE reported in Figure 4 is:
M2 X = Xai

Tuo variants oa SIMPLIFY reported in Figure 4 are:
Mo XeoNe= X (NF)/M
M® X = N> X N/(MF)
where F 1s & factor of M and N.

The variant on BRA2 reported in Figure 4 is:
MO<N ® X ¢ P> e> M ® X + Mop

18
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correspandingly larger number of mal-rules. This is indead true. This “new" mal-rule also
conforais to the pattern noted above, as it can also be explained by the omission of one

subeaction,

b) Confusion of QOperands.

We have noted errors of the following forh:.

S ¢ X w12 =2y X v 2 2/12

whure clearly one operand is confused for another. Norman 1981 explains such slips by saying.

that thoy are a consequsnce of a noisy processcor,

c) 2Grain 3ize® and manipulativa mal-cules.

There is a very real senso in which detailad analyses c¢f manipulative mal-rules allows one to
infer the substeps processed by students, and this in turn allows one to predict the set of
mal-rules that will be encountered in a domain. (Bearing fn mind the idea of acceptable form
ocutlined above). Further, cne might argue that the 5oprosontation of the tasks should be at
this “lower™ level: the justiffcation for the represeniation chosen (see Figures 1alb) is that
this appears to de more consistqnt with the col}octed verdal and written protocols for students

solving these tasks.

The schema discussed above for gonerating manipulative mal-rules by omitting, or
modifying, one substep {s thus consistent with Young and 0'Shea‘’s modelling of subtraction.

Further, we believe that confusion of operands can be scen as$ a variant of this same mechanism,

2.1.2 Incorrect Roprosaptation of the Yask or Papsa Ecrors.
Wa have categorized the first 6 sets of Mal-Rules in Figuro 4 as ones which summarize what
happens when a studaqt "mis-sees”, or mis-parsas, an algebraic oquation. We assert that many
of the studonts whom we interviswed carriad out steys of the computations in ways which would
not fall within the definition given earlier for manipulative mal-rules. [alow, we give

typical protocols for two students working the task G*X = 3°*X + 12;

69X = 39K + 12 69K = 3°X + 12

gex = 12 X+X212+3-6
X = 12/9 2%k + 9

X = 4/3 X =92
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When we pressed the "first” student for an explanation of how the original equation Tuas
transformed 1{nto the second, 1.e., 8*% & 12, the. sgﬁdent talked about moving the 3*X term
across to the teft hand alda. Thus the 1ntorviowor concﬂudod the student was using & variant,
of the correct rule, namely & manipulative male=rule, ,wnen the "second” stucent was pressed he
simply asserted that the change from the original equation to the second form “was all done in
one step". Hence the interviewer concluded it was a very Birferant lype of mal-rule involvod
and pot a simple variant on the correct ruls, "Thus tho interviews prpvided assentia]
additiona) information as, of course, the second student's protocel could be explained by the
use of MXTOLHS and the male-rule: |

M*X => Mex

which some pecple might wish to argue constitutes a @anipulative mal-rule (replacing the o

operator by the ¢ operator). This investigator maintains that such s transformation roveals a

~ profound misunderstanding of algebraic notation and so should be considered as & parsing

mal-rule.

Additional “evidance” for tnc distinctivn betwean manipulative anc parsing mal-rules comes
from an undors:anding of the likcly reprasentation of the equation for the two groups of
students. Figure 7a gives a correct parse tree for the equation discussed above. Highly
probable inadequate representations for the equation, which are consistent with observed
mal-rules, are the linsar algedbraic string, i.e., the usua) written form of an algebraic
equatfon, and the not-so-deeply nested tree given in Fiuu;o 7b. These latter reprosontations
suggost thét the student has failed to appreciate the semantics of algebraic expressions - and
sees the solution of algebraic equations as 8 symbol manipulating task. We collected
considerable evidence to support this view earlier, Sleeman 1982, and in the 1881 experiment
(se9 Figure 6.11a), where a student transformed:

X +40X w12 nto *X®*xX==12-2-4,

al Schema for 2ganerating™ Parsing mal-rules.

In the course of the 1interview student AB18 explained that he was carrying out the
teacher-given algorithm of: "Collecting all the Xs on the left hand side and collecting al}
the numbers on the right hand side", and added that he was not really sure what to do about the
"extra multiply signs®. Student AB17 gave 3 similar explanation for his actions. This gives

Us a schema for generating mal-rules. 1In this section we explore this topic further.

20
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For example given the task=type:
| HoX e+ NOoXap
This schema gives the following ’ac;ion sides” for mal-rules:
Xl wpPpoupeN
X e XopeMen
where in the second case the X coefficients are treated "specially”, {.e.. the coefficients of
the Xs wers taken across (o the RHS of the equation but tho signs were NOT changed.
Additionally, there is the form given by student A817. and quoted in Figure 6.I1, namely:
*X®XepeoepM-§
which he went on to "normalize” (see Saction 3.2.4) to:
KO XeP-WN | | .
R
and its "complementsary”™ form:

X *XaPeMe N

Similarly, piven the task-type:
Me®XeNe® X p
this schema creates the following forms:
A= NsPo
K=NePo

« No*P o

> E
+*
»

N
M
XeknuNeoepo-N
M
RN KN |
M

X =XaNeoepP+

For example on task h), student AB18 suggested the use of Doth the third and the fifth

forms (see Figure 6.111).

As argued above, unlike the manipulative mal-rules, the parsing mal-ru!qs £anpot be
eaplained by omitting a component, Nagither does it' seem that they can be explain.d by
performing a repatr o a core procedura, unless one is prepared to broaden one's view of a
repair to .1nC‘U@l the schema which were observed with students AB17 and AB18, and the
"extrapolation” procedure noted by Ma'z, [14].

14. Further. 1 suggest both these schema could have been creapted by the misgenaralization
mechanism discussed in Section 5.2,

21 »
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5.1.3 Clecical orrgrs.
Anuiysing some of the protocols, one is happy with the explanatipn ;hat some "slips" occur,
For oxample: ': .
10X =26 o X =25/18
2 *X w6 w» X s 18

In the first case the student has probably secn the "0" as an "8". In the second he has
probably made an arithmetic error, [16]. DEBUGGY (Burton 1982) considers an answer tan be a
;number-bond s1ip™ {if the answer is within 2 of the cor.oct one, The second slip given above
could be eaplained if we had an _analogous aigorithm for the evaluation of multiplicative
eapressions, However, tha first $1ip, a "vi:iual® ons, clearly could not bhe. So we suspect
that to account for the  variety of "“si14ps* encountured in this domain a more sophisticatod
approach, c¢.f.,, that advocated by Horman 1981 would be necessary. However, we have not thought
this worth investigating as clerical errors have so far been relatively infrequeat,

8.4 "W.1d"/Unexplained Ercors. '
Many of tha mistakos not explained so far may ba due to the consistent use of mal-rules which

so far we have nog identified, [16].

8.2 Using Altecnative Methads or Bug Migration

Repair theory gives a neat explanation for the observed phenomena of bug migration in the
domain of muiti-column arithmatic, Brown & Vanlohn 1980, namely that the student will yse a
rolatad family of mal-ryles, and possibly the gcorract rule, during & single sessfon with a

particular task-set,

15. Given the earlier definition of manipulativé mal-rules, 1t appears that the errors
reported above have a different naturs, At the very 1least it they are instances of
manipulative mal-rules, they are pot algehcaic manfpulative mal-rules.

16. As this {s clearly a very domanding task, there is a noed to fmplemont some computational
dovica to assist the tavestiqator. A preliminary system has been implemented which has alroady
given sevoral “explanations” not spotted bty the investigator. -

| 22
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There scoﬁs to be an alternative caplanation which should also be considered. Although a
task-set may have been designed to highlight cne particular feature, the student may spot
completely different feature(s) and these may dominate MNis solution, (17). Repair theory
accounts for some bugs by hypothasizing that the student had not encoyntcred the appropriate
teaching necessary to perform tho task. Suppose we make the converse assumption, that the
appropriate teaching had been carried out, and further suppose thut some students gain
competenco in this domain not by befng Lold the rules but rather by 1n£a;n1na rules for
themselves, by noting the transformations which are applied to tasks by the teacher and in
taxts, [18], [13]. It seems reasonable that the student's inference procedure should be guided
by his previous knowledge of the domain, in this case the auruer system, and that the student
normally infers several rulos which are consistent with the example, and not Just the correct
rule. Indeed due to some missing knowledge the corroct rule may not be inferred. {And 0 the
fact that the student payer u.-'s the correct method along with saveral buggy methods 1s gat
evidence that he has HOT encountered the material before.) We shall refer to this process as

Knowledge Directed Inference of rules, or mis-goneralization for short.

Suppose, the student saw the following stages 1in an algebraic simplification:
Jox 8 wa> X = 673
Then he might infer
X = RHS number/LHS ‘number OR X = LARGER number/SMALLER nuﬁbor

Further, we suggest that schema such as that articulated by students AB17 and AB18 could

have been inferred by the process of mis-generalication,

R S e~ I R e P P EN G I PN RN RE DD mwn® LA R L L X L RN Y Y Ry

17, Earlicr Sleeman and Brown 1982 have argued: “,.....Perhaps more immediately, it suggests
that a Coach must pay attention to the sequence of worked examplas, and encountered task
states, from which the student is apt to abstract (invent) functional {nvariances. This
suggests that no matter how carefully an instructional designer plans s soquence of examples,
he can “sver know all the intermediate 'steps and abstracted structures that a student will
gonerate while solving an eaaercise. Indeed, the student may well produce 11legal steps in his
colution and from these invent illegal (algebraic) "principles”. Implementing a system with
this 1level of sophistication still presents a major challenge to the JTS/Cognitive Science
commynity.,, "

18. Note I am pot claiming that there is a single mechanism. Matz has provided another
mechanisxa namely, that some students uss an “extrapolation principle™ to extand a method they
know works in one conteat to further analogous contaxts.

19. Indepundently, Vanlehn 1983b has come to a similar conclusion, the Sierra system described
in %is thesis relias heavily on {aforence.

23
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We will surmise how 3 student would use such a rule-set or schema. We wil suppose that

i

the abler students . actively experiment with different “mathods™, and use their own earlier

examples, examples workod by the toachar or in the text to provide discriminatory feedback.

From our experiment with 14-year-o1d students we hav§ diract avidence that some studants, e.9.,
students AB17 and AB1J, are aware of having a range of applicable rules and being wunsure of
when to select a éarticu\ar method. That study did not provide any insights into the
rule-selection processes usad by these students. We could suggest the common default, i.e,,
- that the process is random, However, studies in cognitive modelling have already discredited
. this explanation many times, so we will «postulate thato the process is deterministic but
currently “undetermined”. It is further suggosted that tasks which show a rule 1s inadequate
will weaken belief 1; the rule, but once a (mai)-rule is created it may not be completely
eliminated, particularly if tho 'countor—eiamp\cs' are not presented to the student for some
period. Thus given this view point, the prenomena of bbg-migration octurs because the student
has inferred & whole range of rules and selects a rule using & "black-box" process. Given a
further task, he again chooses a method and hence selects the,s».% or an alternative algorithm,
influenced partly by tﬁo relative strengths of the rules. That is, 47 the relative woihhts are
comparable it is more likely that :he student wil) salect a different method for each task. 1If
one weight dominates then it s 1ikely that the corrospondfng mathod will be selected
frequently. Further, if only one (mal) rule s generated by the induction process then this

approach predicts that the student will consistently use that rule,

We suggest that many of the bugs encountered in the subtraction domain can be accounted
for by this (tnference) mechanism. For instance the Smaller-from-Larger bug where ths smaller
nuinber 1s subtracted from the larger indepandent of whather the larger number is on top or the
bottom row seems one such example, Brown & Burton 1978 and Young & 0°'Shea 1081. Brown &
Vanlehn 1980 report that bscause borrowing was introduced, with one grewp of studaents, using
only 2-column tasks thesa studants inferred that whenever borrowing was involved thay should
boirow from the left-most column, their “Always-Borrow-Left" bug. (So it appsars important to
ensure that the gxample sat'includes somo examples to counter previously experienced mal-rules.
Indded it seems as if task-sets can be damaging 1f they are too preprocessed and contain too
little "intellectual ruffage”; Michoner 1978 makes a similar argument.) Additionally, Ginsburg
1977, quotes savoral instance; of young children inferring the name "three-ty” for 30, given

the names fos *40°, '60", “G60" and "3". So given the wealth of experimental evidence *his

e eh
A
e

24
BEST COPY



T SantowTT N T R O birage vy el AL, e
SRR SUATLR £ e ST ey,

Page 24
alturnative explanation should be given serijous consideration.

Further, I have two philosophical reservatinns about repair theory. Firstly, by some

mgcﬁonism not articulated a1 studants dcquire a common set of impasses, and moreover thoy

'_consistontly observe these. Secondly and more significantly, repair theory, which sets out to

explain wajor 1individual difforences at the task level, itselrl proposes a specific mechanism
gnmmhn to all students, [20). On the other hand, mis-gonaralivation predicts thal the
individual's initial knowledge profoundly Jnfluences the knowledge which is subsequontly
inferred, aad capturqs‘thn sense 1in which Tearners are active theory builders trying to find

patterns, making sense out of observations, forming hypotheses, .and testing them out.
/-

§.1 Coaclusiang
%

Firstly, we have two explanations for some of the misunderstandings noted with ajgebratc
notation, 'uamoly. that given by Matz 1082 and that given by siudents, AB11 and AB18, Qee
Section 6.1.2, Certainly, Matz's explanstion explains some of our observations, but not all as
in some cases the coefficients are treated “spacially", and thb}r s1gn 15 not changed when they
are moved to the RHS, For example, wa have observed:

3¢ X ¢ 4012 = Xa124+364

1.e., the student changes the sign of the 4 but nal the 3.

Secondly, there aro two hypothases which explain bug-migration: the one given by repair
theory and the one put forward here, namely ris-generalization, Of course it is possible that

each may be applicable in different situations,

Thirdly, several "algorithms" have becn presented for creating student models. 1 balieve
thcse are suggestive about the students' organiiation of this knowladge and ahout the processes
used when students solve {these) tasks. Repair theory suggests patches are made to incomplete
core-procedures.  Young and 0°Shea suggust that it 43 adequate to'tako a correct procedure and
uerely dolete substeps. The data for the algedra mapipulativa mal-rules can be. adequately
explained by either. Howsver, Young and 0°Shga‘s approach seems inadaquate to explain the

Swesascesvwa, --------.---.-.----—-—.-----.----n-n.-----

20. 1Indeed, 1 am concerned that many theories of (child) development do pgt accept the
possibility of there being significant individual differences in developmont, but morely in the
individual's rate of progress and the level of his final maturation,
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parsing mal-rules. Indeed, we have to extend the revised repair theory before .tho rosults
reported’ hers can be accommodated. (An 'analogous eatansion is needad to accommodate the
Davis/Matz results). This paper claims that there are tvo very different types of malrules at
large with algedra students - namely manipulative and pareing mal-rules. The existence of this
second category of algebra errors, and many of th-'mal:rulos collected in other arsas, appear

to be best explained by. a further mechanism, namely misgenoralization, [21].

Fourthly, thers 1{s evidence that once 1n1£nﬁnn. rules are -additionally applieq
incorrectly. U suggest that the mechanism(s) described by repair theory, Young & 0'Shea, and
Sectior §.1.1 are appropriate. for the appligation s(ﬁgn. wheteas misganerali_ation 1s & more
Playsible mechanism to explain rule Acquisition. '

21. The abo're comparisons of explanations (or thoories) are important ia that they remind us
of tha essentially pragmatic naturao of Cognitive Science,
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Eiguca L
4) RULES ®or ths ALGEBRA domain (s)ightly stylized).
RULE NAME CONDITION ACTION
FIN2 (X = M/N) ((M N)) or ((M))
SOLVE (M *X =N) (X = N/M) or (INFINITY) _
STHPLIFY (X = N/N) (X = M°/8*) : )
ADDSUB (ihs M +1= N rhs) (1hs [evaluated] rhs)
MULY (Jhs N ® N rhs) -(1hs [evaluated] rhs)
XADOSUB (Yhs MeX +1- N°X rhs) (Yhs (M +1= N) ® X chs)
HTORHS (1hs ¢1= M = rhs) (1hs = rhs =+ M)
REARRANGE ~(1h8 #1=H 1= NeX rhs) (1hs #1- N®X ¢1~ M rhs)
XTOLHS (1hs = ¢)= M*X rhs) (Yhs ~1¢ M®X = rhs)
BRAY (1hs < N > rhs) (Yhs N rhs)
BRA2 (1hs MO<N*X +1-P> rhs) (1hs MOR*X #]1- M*P rhs) .

Where M, N and P are integers, 1hs & rhs are general patterns (which may be

nul1)| "'

means either ¢ or < may occur, and < and > represent standard algebraic brackets,
For example, the MULT rule changas the state (3 ¢ X » 5 ¢ 3 ¢ 4) to (3 * X =5 ¢ 12) where
the variables in the pattern, Yhs, rhs, M and N, are bound to (3 ® X = § ), null, 3 and &

respectivaly,

Ses Figure ic for a complete trace of this and several other tasks,

b) Soma MAL-RULES for tha Domain

AULE NAME CONDITIOi ACTION

MSOLVE (MeX = N) . (X = M/N) or (INFINITY)
MNTORHS (1hs ¢1= M = rhs) (1hg = rhs +1=- M)

M2NTORHS (1hsl «1- M 1hs2 = rhs) (Thsl ¢l- Ths2 « rhs -1+ M)
M3NTORNHS (1hs1 +1- M 1hs2 = rhs) (1hsl ¢t~ 1hs2 = rhs ¢1- M)
MXTOLHS (Yhs = #l< M*X rhs) (Ihs ¢1= MeX = rhg) -

M1BRAZ (1hs M scneX ¢1- P> rhs) (Yhs  MON*X +1- P ris)
M2BRA2 (1hs N°< NeX ¢i- P> rhs) (1hs MON°X ¢1= M ¢|- P rhs)

Using the same conventions as abova.

¢) Rairs of gorrect and “buggy” madels sxecuting Lypical fasks.
1) shows the correct model (MULT ADDSUB SOLVE FIN2)

and the "buggy" model

(ADDSUB MULT SOLVE FINZ) solving 3 ® X e § + 3 * 4,

(The first lino gives the initial state and all subsequent lines give
the rule which fires and the resulting state.]

3o Xeb e 3o Xab+304s
MULT 3% X = 6 ¢ 12 ADDSUB 3 ® X = 8 4
ADDSUB 3 * X = 17 MULT 3 = x = 32
SOLVE X = 17/3 SOLVE X = 32/3
FINZ (17 3) FINZ (32 3)

29

BEST COPY



! P TR 0T

ek wlile. C- .0y

L R P A AR M E SR st A S PR

11) shows the correct model (NTORHS ADDSUB SOLVE FIN2)

and the "buggy" model

.
. NTORHS 4 ¢
ADDSUB 4 ¢ X = 13
3

SOLVE
FIN2

(MNTORNS ADDSUB SOLVE FIN2) solving 4 * X ¢ 6 « 19.

4°Xe819

Xe1i19-8
X = 1374
4

- 4°xe6 19
MNTORHS 4 X « 19 + 6
ADDSUB 4 * X = 23

X = 26/4

(25 &)

SULVE
FIN2

Page 29

Biqurs 2 Iypical tasks for gach task-sal aod which cule(s) ace baing focussed on

Task=-set

Rules Focussed On

SOLVE -
ADDSUB

MULT

XADDSUS
NTORHS -
REARRANGE
XTOLHS

BAA1

BRA2
ADDSUBSMULY
ADDSUB&XADDSUB
ADOSUBABRA2
MULT&XADDSUS -
MULT&BAAZ

Typical Task

L 20 2K 2N BN B

¢ & 0 00¢ 00000

?
6
e
3
4
X
2
8
4
2
X

NNMONABAMAMNMOOWS
G I 3¢ 3T IC A IC 3¢ I DE 3¢

¢+ 00030 00

4¢3 e«18

16 ¢ X w2+ 402X+

Qe

»

*X+2 X 12

14 ¢ X = 20 3¢ 2043
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Eigura 2

.Protocols.from which new ma) rules wore inferred. (Hote the teacher specifiud the way 1n

which the

a0t totclly copsistent: tha Investigator has given tha malmrulas

X-coefficient should be represented. UOIE toa that some of sha protocols are
which

dludent-s behavigue .4 tha majocily of the fasks),

Task-sot &
Task is (2 X ¢ 4 * X = 12) Student's solution was (1 X« 3)
Task is (2 * X ¢ 3 ® X » 10) Student's solution was (2°X=10-2-~3)
Task 13 (3 ®* X ¢ 2 * x « 11) Student's solution was (1 *X~67//2)
Task 15 (2 © X + 6 * % = 10) Student’s solution vas (1 X% =1)
Task i (3 ®* X + 4 ® x = Q) Student's solution was (1 *X=1}
Task 18 (2 © X o 4 * X = 3) Student's solution was (1 °*X=<-37/72).
Tagk is (4 ®* X ¢+ 2 * x = 4) Student's solution was (8° X« 4)
Elgure 3a. Protocol apparently showing M *'X => M ¢ X.(student AB17).
Task-set 6 ’ :
Task 43 (2 © X ¢ 4 » 16) Student’s solution was (1 X =87//3)
Task 13 (2 ®* X ¢ 3 = ) Student’s solution was (1 *X=9y//768)
Tagk 13 (3. X .« 4 « @) Student's solution was (1 ¢ X =g)
Task 18 (2 ® & ¢ 8 « 10) Student's solution was (1 *x «107//7)
Task 13 (6 * X « 4 = 68) Student's solution was (1 *x=37/8)
Task 1s (5 ® X ¢ 2 o §) Student's sclution was (1°X=58//1)
Eigura 2. Protocol apparently showing M © X ¢ N => (M + N) * X (student AB820).
Task-set ?
Task is (4 ¢ 2 © X » 18) Student's solution was (1 °*X =38
Task s (2 ¢ 4 * X » 14) Student's solulion was (1 *X =8)
Task 18 (3 ¢ 8 ®* X = 11) Student's solution was (1 X = -4)
Task i3 (4 ¢ 6 * X « 1) Student's solution was (1 ® X = -13)
Task 13 (4 ¢+ 8 ° X = 6) Student®s solution was (1°X = ~14)
Task is (5 ¢ 2 ® X = 8) Student's solution was (10X e <2)
Eiguca lgo. Protocol apparently showing M ¢ H ® X s> M ¢ N ¢ X (student AB3).
Task-sot 8 )
Task s (4 * X = 2 ¢ X ¢ §) Student's solution was (1 *Xxw=8)
Task is (3 * X = 2 * X + 5) Student's solution was (1 * X =5)
Task 1s (3 ®* X = -2 ¢ X + 7) Student's solution was (1 *Xx = 4)
Task 15 (4 * X » 2 ¢ X + 3) Student's solutfon was (1 *Xe9772)
Task 1s (4 ¢ X = -2 ® x ¢ 8) Student's solution was (1 ® X = 8)
Task 18 (6 ® X = 2 ® X + 3) Student's solution was (1*Xx=11//72)
Eigura 1d. Protocol apparently showing MX = NX ¢ P u> X ¢ X s M + N ¢ P (student AB1),
Task=-set 7
Task 1s (4 ¢ 2 ® x « 16) Student's solution was (1 *x =2
Task is (2 ¢+ 4 ® X « 14) Student's solution was (1 *Xx=47/72)
Task 18 (3 + 5 * X = 11) Student's solution was (1 *X=61//723)
Task is (4 ¢+ 6 ® X « 11) Student’s solution was (1 X =67//4)
Task is (4 ¢+ § ®* X « 6) Student’s solution was (1 ¢X = <57/ 4)
Task 15 (5 ¢ 2 * X = 3) Student's solution was (1 *X=87/72)

Eigura 3a. Somewhat erratic protocol: 3 responses conform to
M<¢N®Xapoeo>M®X N (student ABY),

31
"BEST COPY

suamarizes - ghe

ey



Page 31

Eigura 4. Sugmary of major naw mal-ctules engountared in [acent experimants.
Sets 1 to 6 give "parsing” mal-rules and 7-9 additional manipulative mal-rules, and F 1n
mal-rule 0 represents 4 common factore, ‘ ‘

13, M°XeNe = He)xey
: = N*Xen
o HeX+Ne

ib. N* X = Me X

8. MNeNoxo " MO N ¢ n
) MONO;-

3. McX+Ne e MeRens
(3 ".x.“.
5 (Mt N)°* X

4. M * ) e NP a» X s N

5, MoX apNeO XoP 2 XeXoMeN+P )

6. MOXsN+P C e MOK e
= N *)YXap

7. MoXaHN > XeN

8. M®*XepN > X = (N/F)/M

=> X = N/(M/F)
9. Mo cNeXx+ P> 5 M®X e+eNeop

¢ Note these rules could have baen specified in exactly tha sams format as that used 1in
Figures 1akib; the current form has been used for brevity. However, in that earlter
notation rules 1b and 9 above would becoms: .

CONDITION ACTION
(Yhs M * X rhs) (1hs M + X rhs)
(ths M ®* <N * X + P> rhs) (Ths M * X ¢+ M * P rhs)

whoere Ths & rhs are genera) pattarns.
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K Eigura §.
Protacol for a student who has a number of "Alternative Methods",

Student AB1? op task-set 6.

a) The task given was: 2 ® X ¢ 3 = ¢

Student writes 1) 2X e 9 - 3
2) X = 3
Interviewer writes X =9 « 3 ¢ 2
Intarviewer: Could you say whethar your step 1) above or what I've Just written s
correct. _ .

Student says he really could not.

b) The task given was: 2 * X + 4 » 18

Student writes 1) 2X = 16 -~ &
' 2) 2% « 12
)X s¢
Interviewer writes X =18 -4-2
Interviewer: Could you say whelher your Stop 1) above or what 1I've just vrlgten s

correct,

Student says his 1) probably {s.
Interviewes: Can you say why?
Student: I°'m afraid not,

Interviewer: MNow Yook back at the last example, there I suggested a slightly different
method there. Would that be possible here?

Student: That's right, 1t would.
Interviewer: Which of these do you thiak is correct?

Student: Really not sure. 1 often havu a lot of methods to choose between, which
‘makes it pretty confusing, ! sometimes have as many as 6 or 6.

(And so this conversation continues. After this point the student voluntarily offers 2
or J solutiuns to each task, as in the next task,]
C) The task given was 4 * X =2 ¢ x 4 ¢
Student writes 1) X =2 <44¢¢
X 4
Then suggests the fsilowing reworking:
1) 4X = 2X ¢ 6
2) A% = 82
Then Quits.
%
Interviewer: Which solution do you think 1s right?
Student: Oh, I'm not really sure.
Interviewer: 1If you were a betting man, which would you put your money on?

Student: Praobably the first.
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Eigure 8
Three examples of very consistently used MAL-RULES.

1) Student AB11 on task-set 7,
8) The task given was: 4 + 2 ¢ X = {8
Student writes = 1) 6X = 18
2) X = 2,6008
b) The task given was: 2+ 4% )1y
Student writes 1) 6 * X = 14
2) X = 2,333
€) The task given was: 3 : 8§ ® X « 1
Student writes 1) 8°* X « 11
(and 1s told she can leave it in that form)
d) The task given was: 5 - 3 * X « 1}
Student writes 1) 2 ¢ X « 1}
(and 13 told she can leave {1t in that form)

11) Stucent AB17 on task-set §

a) The task given was: 2 ® X + 4 ¢ X o 12 ' .
Student writes = 1) * X ® X a 12 . 2 < 4 '
2) X0 2 a8
3) X « ROOT 6
b) The task given was: 2 ®* X ¢ 3 ¢ X = 10

Student writes R®Xeig=-2-3
(and 1s told he can leave 1t in that form)
c) The tesk given was: 2 ® X =3 ¢ x e 10

Student writes 1) * X * X e 10-2+¢3
2) X °* 2 « 1}
(and is told he can Yeave it in that form)

111) Student AN18 on task-sets 5, 6, 7 and 8.
a) The task givon was: 2 ®* X ¢ 3 ¢ %X =« 10

¥

Student writes 1) 2 ¢ X w10 =-2-3
2) 2 °x s
‘3) X = 2,8
b) The task given was: 3 * X ¢+ § ¢ X = 24 -
Student writes 1) X + X = 24 -3 -5
2) 2 * X = (6
) X = 8
€) The task gfven was: 3 ® X + 4 ¢ X +5 ¢ X = 24
Student writes )X +X+Xe24-3-4-5
2) 3 * x =12
3) X = 4
d) The task given was: 2 ®* X + 4 « 20
Student writes 1) X =20 -2 - 4
2) X = 14
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Page 34
@) The task given was: 3 ¢ X + 6 =7
Student writes N X7 -3-5 -
2) X = ¢ . . : .
f) The task given was: 4 + 3 * X » : : . . ST
Student writes 1) X » 14 -3 - ¢4
o ") X s
g) The task given was: 5 ¢ 6 ¢ X = 20 -
Student writes 1) X=20-5-8 ~
. 2) X =2 9
h) The task given was: &4 ¢ X = 2 ¢ x ¢ ¢
Student writes 1) 20X =-4¢2¢6
o 2) 2 ¢ X =4
S JA) XK= 2
Student then wrote 1) X - X = 2 ¢ 8 = 4

2).0 « 4
, and QUITS.
1) The task given was: 5 * X s 3 ¢ x-o g

Student writes 1) 04
and QuITs,
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Yigurs

a) The correct parse tree for the cduatton 68Xe3ngy + 12

il
L J

AN
K

N

b) - A “tvoelevel"” representation
following Bundy 1982,
- entitles with the

for the same equation where i ),
Tepresents a “plus bag®, that is, all the
bag are operated on by the addition operator,

/”;\\ ,

N
[60% ) [3x,12])
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